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"Companies need integrated information systems to anticipate and react to customers' requirements, collaborate with suppliers and partners and identify and exploit new opportunities quickly and effectively. Integration can also provide up-to-the-second visibility, a prerequisite in today's market. Without integration, your business will fall far behind the competition—or may fail outright. Proper integration is essential and fundamental to success."[Hohpe, 2003]

The competitiveness of companies depends heavily on how they exploit their corporate knowledge and memory. Most information in modern electronic media is mixed-media and rather weakly structured. This holds for the Internet but also for large company intranets. Explosion of unstructured data – accumulation of “corporate memory” makes internetworking and collaboration within and between enterprises extremely difficult. A need for technology that will provide effective Knowledge Management within and across industrial enterprises arose. 

Nowadays a new technology Semantic Web is developing. It seems to have enough potential to address the industrial challenges concerning integration and interoperability. Semantic Web assumes the development of resources network annotated to be understandable and processable for intelligent computer means.

On the other hand, emerging Peer-to-Peer solutions particularly suite well to the increasingly decentralized nature of present-day organizations, whether it is a single enterprise or a dynamic network of organizations.

In this research work a potential of combination Semantic Web and Peer-to-Peer is analyzed in context of integration and interoperability of industry enterprises. To distinguish a target for application of Semantic Web and Peer-to-Peer potential analysis of the nature of industrial information infrastructure is made. The wide survey of existent solutions that gain benefits from Semantic Web and Peer-to-Peer in industry is used to collect enough evidences in favor of these two technologies. The trends of development of industrial ICT systems are studied and some interesting conclusions for future vision are made. The latter are related to development of “Smart Devices” and Web Services for them. 

Report Online: http://www.cs.jyu.fi/ai/OntoGroup/April2003.htm



Table of contents

3Introduction


31. Analysis of current development trends of ICT in industry


31.1 Modern industry challenges


31.2 Automation systems


31.3 On the way to ‘intelligent’ plant


31.4 How to apply the potential of new approaches in ICT


32. Semantic Web: providing interoperability and integration


32.1 What is Enterprise Integration and why?


32.2 Specifics of industrial enterprise integration


32.3 Ontology: providing interoperability


32.4 Example of industrial plant ontology


32.5 Knowledge share across industry enterprises


32.6 Problems with interoperability in Semantic Web


33. P2P


33.1 P2P communication model – what is it?


33.2 P2P features that make it so interesting


33.3 Peer-to-Peer: enabling distributed content management


33.4 P2P and Semantic Web – new Knowledge Management approach


33.5 P2P and Semantic Web – integrating Web Services


33.6 P2P: enabling communication between Industrial Field Agents


33.7 Problems and drawbacks of P2P+Semantic Web combination


3Conclusions


3References





Introduction

Industry, to be competitive in a global scale, must permanently keep a focus of developing technologies and be able to recognize those of them, which are really capable to bring significant improvements in this domain. 

Modern Plant Automation Systems (PAS) have improved much efficiency of manufacturing processes. Latest enterprise-wide information systems provide excellent information support for all filial branches making their functioning coordinated. All this allows industry enterprise to be flexible and respond fast to changes in global business environment. 

But development of these systems have raised new problems that have to be resolved if industry enterprise wants to progress. Plant operators have difficulties in coping with complicated PASs, they get overloaded by tides of diagnostic information. On an enterprise scale in its turn so huge amounts of data are accumulated that it becomes difficult to manage it. Moreover recently industrial enterprises understand that they have to integrate their efforts on the markets and cooperate to gain more profit sharing their data. Integration assumes merging of information infrastructures, knowledge and service share between corporations. And it becomes obvious that it is very difficult to provide interoperability between highly heterogeneous systems, which have developed separately and are based on their unique standards. 

Many of us today notice a growing popularity of Semantic Web approach, which promises to solve the problems of huge information systems with resources management. Semantic Web proposes highly automated intelligent processes, e.g. intelligent resources search. All these innovative solutions have to be enabled by machine-understandable resource descriptions and relations between them forming finally a Web of Sense. Also Semantic Web utilizes concept of ontologies to provide interoperability between intelligent systems that function in the Web of semantically described resources. 

Also nowadays researchers have strong interest to Peer-to-Peer (P2P) communication model since its features seem to be very useful for modern information systems. P2P enables communication in fully decentralized systems, providing scalability and fault tolerance. P2P reflects the nature of human systems and relations between their components. 

Researchers believe that synergy of these two approaches – Semantic Web and P2P – will bring big benefits to modern information systems. The features of this combination are under intensive research and latest results prove the its great potential which can be obviously applied in industry. 

The objective of this work is to study the question whether the above technology combination can be successfully applied in industry and if yes, how exactly. But to be able to answer this question the state-of-art of industrial information technologies must by analysed. What kind of information systems industry uses nowadays, what are their properties, what are the directions, trends of further industrial development? Does the Semantic Web combined with P2P have enough potential to meet the requirements of future industry? All these questions are intended to find clear and valid answers in this work.

In Chapter 1 the challenges that industry faces with are enumerated, they are categorized into three scales: plant, enterprise and world-wide (inter-enterprise). Then a survey of plant automation systems that are nowadays actively used in industry plants is made. The problems concerned with their exploitation are described. After that a detailed analysis of trends in development of industrial information technologies in all scales is made. Finally, possible domains of application of Semantic Web combined with P2P are suggested.

In Chapter 2 the phenomena of enterprises integration is explained: what it means and why it happens. Then the specifics of industrial enterprises integration are emphasized. In this issue the future visions in industry are taken into account. These visions are concerned with emergency of Intelligent Field Agents and Web Services for them. After that the importance of ontologies in providing of interoperability between enterprises is explained. For clear understanding an example of industrial plant ontology is given. Also the Knowledge Management solutions based on Semantic Web are discussed. Eventually the bottlenecks and challenges that Semantic Web creates are enumerated. 

In last Chapter - 3 a brief introduction into P2P communication model is given. Three types of P2P architecture are described. In the next section an interesting features and advantages of P2P solutions are described and the list of popular P2P solutions is provided. Then it is described how P2P enables distributed content management – access to resources wherever they reside in a decentralized environment. After that there is an overview of new approaches in Knowledge Management based on Semantic Web combined with P2P. Also benefits of application of P2P and Semantic Web in integration of Web Services are analyzed. In the next section an idea of enabling communication between industrial Field Agents via P2P and Semantic Web is stated. Finally the problems concerning with P2P + Semantic Web combination are listed.

In Conclusions the work that has been done is summarized, analysed and future research is defined.

1. Analysis of current development trends of ICT in industry 

1.1 Modern industry challenges

To be competitive in global scale modern industry enterprise must resolve the following main challenges. For clear understanding they can be viewed in 3 different scales: plant, enterprise and world-wide (interenterprise).

1. The plant scale embraces the following challenges:

Industry plant must supply the market with new demanded products as fast as possible. Every customer has its own needs and therefore demands unique products, e.g. industrial machinery. To meets such demands product must be composed of interchangeable modules and this approach makes it highly configurable [Siltainen et. al., 2001]. In such approach new products are based on standard components used in earlier deliveries and new component variations. Furthermore such components may be from different manufacturers.

So industry must solve tasks of efficient product decomposition and development of information systems that will support the flexible production process (documentation management, automated control of the production process, product design tools). Solutions must be proposed to provide informational interoperability between decomposed modules. It is a very difficult task because modern machineries are extremely complicated aggregates that have an extent of a whole plant [Autom 3/2002]. 

Once manufacturing process is established efficient discontinuities management [Pyötsiä, Future Care] must be provided. This one concerns providing long system work without shutdown to fulfill customer orders in time. There must be means that keep the system operational despite the faults of the instrumentation. Such means must minimize the intervention in operational performance, predict system faults, notify personnel supporting the further maintenance operations or in perfect case do everything by itself minimizing human participation. Meeting such requirements will improve the overall utilization rate; optimize the costs and instrumentation life expectancy.

Also requirements of production quality, efficient use of raw material must be met as well [Pirttioja, 2002].

2. Challenges that industry faces with on an enterprise scale:

Along with the development on a control level of process automation there seems to be a need for integrating the plant and office automation systems more tightly. To support business-related decision-making up-to-date online information about factory floor activities is needed on all levels of the manufacturing enterprise [Pirttioja, 2002].

The more information infrastructure of the industry plants evolves the more the necessity of motion from information to knowledge is felt [Pyötsiä, Future Care]. Industry sees its future in Knowledge Management
 direction to gain such key benefits, as: 

· Transferring on-target design knowledge to help in operational situations 

· Storing, sharing and accumulating experience knowledge 

· Changing tacit knowledge to explicit knowledge 

· Efficient building of organization memory 

· Continuous learning 

· Clear situation awareness 

· Efficient decision making based on knowledge 

· The organization can utilize its full knowledge in all situations 

· Expert knowledge in everyday work brought to the fingertips of the operators
All these claim a necessity in development of means that would facilitate the mining, accumulation and sharing of expert knowledge within the whole enterprise. These means would expand the application network of organization into an efficient decision support system. In this scheme knowledge gathered from all places of enterprise forms ‘organization memory’ that is available for everyone within the organization. Automation of the consumption of this knowledge by intelligent tools will significantly increase the whole performance of the organization. Knowledge being managed concerns maintenance, optimal use of plant assets, etc.

3. World-wide scale includes such challenges as:
· Shared business processes in network environment.

· Continuous cost reduction through shared business process automation.

· Fast decision-making, nimble direction change and higher speed in network environment.

· Transition from solution business to network based service and knowledge business.
These ones can be found in development course of Metso Corporation
, a global supplier of process industry machinery and systems [Pyötsiä, Future Care]. They raise the necessity of Networked Business Environment development through which enterprises all over the world will be able to cooperate. Such environment must facilitate shared business processes automation (automated partner search, business transactions management, future partnership development) to make the enterprise fast in decision-making and nimble in direction change. In such Environment enterprise is seen as island of some service that is available for others. Also the accent is made on knowledge business when enterprise proposes for external market all the experience that it has gained during its life. Of course to make the utilization of this experience automated it must be stored in machine (software) understandable form. Realization of this direction faces with lots of problems like compatibility of enterprise information technology standards, fast search of appropriate experience (service) and its quality control, creation of trust enterprise networks (partnership).

Very important challenge of world-wide scale concerns development of information support infrastructure for product delivery (logistics challenge). 

This direction feels a lack of tools to manage vast material- and information flows from multiple sources to a remote location. At present such troubles happen that deliveries arrive late to a site, damaged and do not conform with project requirements. Since sites are large, messy parts can become “lost” or “stolen” if they arrive too early. Lost or damaged parts are re-ordered, that causes extra hassle, delayed schedule, penalties and extra airfreight costs [Kiianlinna, 2002]. Thus some information infrastructure must be developed to support all processes correspondent to this domain.

Finally the requirements for Next Generation Manufacturing Systems have been summarized by Weiming Shen and Douglas Norrie in their survey of Agent-Based Systems for Intelligent Manufacturing in [Shen and Norrie, 1999]: “The manufacturing enterprises of the 21st century will be in an environment where markets are frequently shifting, new technologies are continuously emerging, and competitors are multiplying globally. Manufacturing strategies should, therefore, shift to support global competitiveness, new product innovation and introduction, and rapid market responsiveness. The next generation manufacturing systems will thus be more strongly time-oriented, while still focusing on cost and quality. Such manufacturing systems will need to satisfy the following fundamental requirements:”

· Enterprise Integration: In order to support global competitiveness and rapid market responsiveness, an individual or collective manufacturing enterprise will have to be integrated with its related management systems (purchasing, orders, design, production, planning & scheduling, control, transport, resources, personnel, materials, quality, etc.) and its partners via networks.
· Distributed Organization: For effective enterprise integration across distributed organizations, distributed knowledge-based systems will be needed so as to link demand management directly to resource and capacity planning and scheduling. 

· Heterogeneous Environments: Such manufacturing systems will need to accommodate heterogeneous software and hardware in both their manufacturing and information environments. 

· Interoperability: Heterogeneous information environments may use different programming languages, represent data with different representation languages and models, and operate in different computing platforms. The sub-systems and components in such heterogeneous environments should interoperate in an efficient manner. Translation and other capabilities will be needed to enable such interoperation or interaction. 

· Open and Dynamic Structure: It must be possible to dynamically integrate new subsystems (software, hardware, or manufacturing devices) into or remove existing subsystems from the system without stopping and reinitializing the working environment. This will require an open and dynamic system architecture. 

· Cooperation: Manufacturing enterprises will have to fully cooperate with their suppliers, partners, and customers for material supply, parts fabrication, final product commercialization, and so on. Such cooperation should be in an efficient and quick-response manner. 

· Integration of humans with software and hardware: People and computers need to be integrated to work collectively at various stages of the product development and even the whole product life cycle, with rapid access to required knowledge and information. Heterogeneous sources of information must be integrated to support these needs and to enhance the decision capabilities of the system. Bi-directional communication environments are required to allow effective and quick communication between human and computers to facilitate their interaction. 

· Agility: Considerable attention must be given to reducing product cycle time to be able to respond to customer desires more quickly. Agile manufacturing is the ability to adapt quickly in a manufacturing environment of continuous and unanticipated change and thus is a key component in manufacturing strategies for global competition. To achieve agility, manufacturing facilities must be able to rapidly reconfigure and interact with heterogeneous systems and partners. Ideally, partners are contracted with ``on the fly'' only for the time required to complete specific tasks. 

· Scalability: Scalability means that additional resources can be incorporated into the organization as required. This capability should be available at any working node in the system and at any level within the nodes. Expansion of resources should be possible without disrupting organizational links previously established. 

· Fault Tolerance: The system should be fault tolerant both at the system level and at the subsystem level so as to detect and recover from system failures at any level and minimize their impacts on the working environment. 
1.2 Automation systems

To meet the requirements of modern industry a means that provide for personnel easy monitoring of technological process state and its control must be developed. ICTs are actively used in developing such means. Plant Automation Systems (PAS) are really developing in this direction to provide all necessary information about instrumentation state and control functions. Such systems are the integration of specialized hardware and software components connected in common LAN.  Now a wide variety of hardware and software industry automation solutions exist
. 

Online instrumentation monitoring is actively practiced. It means a keeping track of real time operating conditions of industrial assets to aid [Sarginson, 2002]:

· operational performance;

· costs optimization;

· optimization of the instrumentation life expectancy;

· minimization of intervention in operational performance;

Analysis of such approach in industry proves its utility [Sarginson, 2002] and it have strongly fixed in industry.

This direction of development leads to complication of field devices – instrumentation that is part of some huge system that performs technological process on a plant. So called ‘smart devices’ emerge which have embedded analytical block (software + hardware). The latter can collect the data about the state of correspondent instrumentation and provide access to it from mobile [Pyötsiä, Cederlöf, 2000] or stationary terminals. Usually smart devices can notice their fault states and notify responsible personnel via mobile phone, email, etc. But still it isn’t always economically efficient to equip all field devices with such capabilities thus only crucial field devices can be enhanced in this way [Sarginson, 2002].

To provide easy human interface to this data various software components are developed – condition monitoring systems. As an example Neles FieldBrowser( can be mentioned
. 

Information infrastructure also evolves to provide efficient communication between components of PAS. Digital Field Bus has substituted analog control systems that had more drawbacks. Field Bus is a LAN that spreads across the whole plant [Autom 1/2002]. Use of it gives some significant benefits like [Sarginson, 2002], [Autom 1/2002]:

· lower initial expenditure 

· less engineering 

· less procurement costs

· fast and accurate control performance

· reduced maintenance costs

· more diagnostic information

In use of such infrastructure there is a trend concerning provision of interoperability between condition systems and field devices that come from different manufacturers. This would allow users to choose the best of the class and not to be tied to one manufacturer by a proprietary software system [Sarginson, 2002].

Finally, the main direction of strengthening the plant competitiveness has been defined: integration of the plant assets and production information.

Although the current level of plant automation is high and gives many benefits to industry there is a lack of intelligent features in PASs. Industry states the necessity of intelligent means that would mine knowledge about improving of process performance, driving down maintenance costs and shutdown minimization. Such intelligent systems must be smart enough to derive this knowledge from information about the work of field devices that is gathered during a long term through Field Bus. 

Data about device state becomes richer that allows to apply more advances methods for device fault prediction [Sarginson, 2002]. But nevertheless PAS allows just condition monitoring and data collection, perhaps simple data analysis. Decision-making based on this data is still the task for human and the workload of operators and maintenance people increases [Pyötsiä, Cederlöf, 2000]. Human can be easily lost in such tides of diagnostic information. Therefore, the challenge is to create decision support systems that will partially or almost fully substitute a human. Full substitution must not be allowed because the final decision in important tasks always has to be made by human.

Lets see how the researchers try to solve these problems with latest approaches in Information Technologies.

1.3 On the way to ‘intelligent’ plant
In the past ten years, researchers have been applying agent technology to manufacturing enterprise integration and supply chain management, manufacturing planning, scheduling and execution control, materials handling, inventory management and developing new types of manufacturing systems such as holonic manufacturing systems [Shen et. al., 1997]. Recent developments in electronics, ICT make possibility to supply every sensor, actuator, and network node with extended processing power that makes an excellent support for implementation of distributed embedded intelligence [Pirttioja, 2002]. It creates an excellent base for development of Field Agent (or Smart device) concept– a building block of PAS of next generation. This concept assumes enhancing of present PAS field devices by block with combined software and hardware components that provide the executing platform for Software Agents. This approach allows to combine hardware (fast execution) and agent (flexibility, intelligent functioning, high-level communication) advantages in field device implementation. Such ‘agentified’ components have a key value in developed framework for batch process management [Pirttioja, 2002]. This framework enhances existent PAS with autonomous decision-making properties basing on multi-agent approach. Such agents can monitor and control the state of the correspondent device. And future vision for Process Automation System is a community of Field Agents that cooperatively perform common tasks and present an extremely flexible self-organizing system [Pirttioja, 2002]. 

As the complexity of control systems increases, along with the number of interconnected components, researchers try to use benefits of distributed systems with intelligent instruments and prototypes of Agent-Augmented Process Automation Systems emerge [Pirttioja, 2002]. Fault tolerance issues that cause so many problems in control systems are successfully resolved by Agent Technologies. 

Paper [Maturana et. al., 1999] proposes an agent-based approach for dynamically creating and managing agent communities in widely distributed and ever-changing manufacturing environments. Researchers developed an adaptive multi-agent manufacturing system architecture called MetaMorph. Such architecture facilitates multi-agent coordination by minimization of communication and processing overheads. Adaptation is facilitated through organizational structural change and two learning mechanisms: learning from past experiences and learning future agent interactions by simulating future dynamic, emergent behaviors. The architecture is generic and can be applied to distributed organizations in other domains in addition to that of manufacturing. The MetaMorph architecture also addresses other specific requirements for next generation manufacturing systems, including scalability, reliability, stability, maintainability, flexibility, real-time planning and scheduling, standardized communication, fault tolerance and security. The proposed architecture is implemented as a multi-agent virtual manufacturing system, in simulation form, which incorporates heterogeneous manufacturing agents within different agent-based shop floors or factories. The experimental results have shown the potential of the agent-based approach for advanced manufacturing systems. 

Agents systems that perform intelligent condition monitoring and diagnostics in a plant already exist [Mattila, 2001]. Researchers claim that efficient condition monitoring and diagnostics can be performed by combination of different methodologies where each of them is implemented by a separate agent. Such approach leads to building of multi-agent system where a comprehensive task after decomposition is solved by distribution between members of agent community. 

Today PASs are supported by a number of expert systems and it’s very important question how to apply agent technologies without revolutionary crushing of legacy systems. Attempts to do this suggest wrapping of legacy systems by agents that standardize their communication within new agent systems [Jennings et. al., 1996].

Rapid development of microprocessor and wireless communication technologies makes possible application in industry intelligent and autonomous mobile instrumentation devices. Such ‘smart’ devices can be used first of all in harmful for human environments and in automated processes that demand mobile sensors/actuators. Real-life implementations of cooperative robots society monitoring the process and cleaning the process equipment from the inside already exist [Appelqvist, 2000]. 

Also alternatives of multi-agent approach have been proposed for resolving industry challenges. One of them is Holonic Manufacturing System (HMS) [Christensen, 1994] framework that tries to address the challenge of flexible manufacturing process building that can easily adapt for tailored products manufacturing. This approach is novel but don’t have practical implementations yet and has been researched intensively. It is similar somehow to multi-agent paradigm, for their detailed comparison in automation see [Marik et. al., 2002].

In global vision Field Agent also has a crucial value [Pyötsiä, Future Care], [Pyötsiä, Cederlöf, 2000], [Ojala, 2001]. According to it Field Agent communities within every plant has access to some Field Agent Server that gathers the experience of the agents, analyses it and provides learning possibilities for other agents. Such approach facilitates experience sharing within an enterprise and the point is to aim here the current potential of Artificial Intelligence Technologies. 

For most application tasks, it is extremely difficult or even impossible to correctly determine the behavioral repertoire and concrete activities of an agent-based manufacturing system a priori, that is, at the time of its design and prior to its use. This would require, for instance, that it is known a priori which environmental requirements will emerge in the future, which agents will be available at the time of emergence, and how the available agents will have to interact in response to these requirements. Such problems resulting from the complexity of agent-based systems can be avoided or at least reduced by endowing the agents with the ability to learn, that is, with the ability to improve the future performance of the total system, or a part of the system. Thus learning is one of the key techniques for implementing efficient agent-based manufacturing systems [Shen and Norrie, 1999]. It is an important, but difficult problem because of the complexity of dynamic manufacturing environments. Both theoretical and experimental research works are to be done in this area. 

Research group of Weiming Shen, Francisco Maturana and Douglas H. Norrie has made a significant amount of work analyzing this direction in [Shen et. al., 1998]. They have proposed a learning mechanism for identifying agent-based manufacturing system organizational knowledge and selective interaction propagation from emergent system behavior. Two learning mechanisms have been implemented in MetaMorph multi-agent manufacturing system [Maturana et. al., 1999] to enhance the system's performance and responsiveness. This mechanism enhances coordination capabilities by minimizing communication and processing overhead, facilitates distributed, parallel depth-first search, and therefore enhances the performance of the agent-based manufacturing system. Though this learning model has been implemented in a distributed mediator architecture, which is a part of a concurrent design and manufacturing system, it is generic and can be applied to other areas as well. A mechanism for learning from the future through forecasting has also been developed for dynamically adjusting distributed schedules and planning in a multi-agent manufacturing system. Experimental results show the value of this approach for adjusting and enhancing the performance of the agent-based manufacturing system. 

Modern industry enterprises are moving towards open architectures for integrating their activities with those of their suppliers, customers and partners within wide supply chain networks. This network , in general, involves heterogeneous environments. Agent-based technology provides a natural way to design and implement such environments. Weiming Shen and Douglas Norrie in [Shen and Norrie, 1999] have given 22 references (!) to the projects in this area. 

As one of the most recent and significant solutions in this direction MetaMorph II [Shen et. al., 1997] system can be mentioned. MetaMorph II used a hybrid agent-based mediator-centric architecture to integrate partners, suppliers and customers dynamically with the main enterprise through their respective mediators within a supply chain network via the Internet and Intranets. In MetaMorph II, agents can be used to represent manufacturing resources (machines, tools etc) and parts, to encapsulate existing software systems, to function as system/subsystem coordinators (mediators), and to perform one or more supply chain functions. 

Also, Weiming Shen and Douglas Norrie refer in [Shen and Norrie, 1999] to some researches where an application of mobile agent technology to enterprise integration and supply chain management have been proposed [Brugali et. al., 1998], [Papaioannou and Edwards, 1998], [Yan et. al., 1998].
The research results have shown that agent based approaches have the following advantages for enterprise integration and supply chain management: 

· increasing the responsiveness of the enterprise to the market requirements; 

· involving customers in total supply chain optimization; 

· realizing supply chain optimization through effective resource allocation; 

· achieving dynamic optimization of materials and inventory management; 

· realizing total supply chain optimization including all linked enterprises; 

· increasing the effectiveness of the information exchange and feedback. 

However, the security problem resulting from the open architecture of agent based systems, particularly when using the Internet and the mobile agent technology, has been recognized by both manufacturing enterprises and the researchers in this area. This is not unique to agent-based systems and may be mitigated through further research [Shen and Norrie, 1999]. 

Also XML standards have been actively applied in industry [Siltainen et. al., 2001] that makes a good base for Agent Technologies. XML-based Product Data Management system was successfully implemented to support documentation processes for flexible products design. XML offered a fairly simple technical solution to the automatic document combining process. Documentation in such format can be reused further by software agents for different purposes.

We can see that application of Agent technologies in all direction of industrial development has been already performed for a quite long time and has got significant results. Therefore using of Agent Technology as a base for addressing industry challenges with potential of latest Information Technologies is consistent and joins easily with recently applied agent systems.

1.4 How to apply the potential of new approaches in ICT

Industry has always developed in a way that different standards emerged. Every corporation believes that its own standard resolves the raised tasks most effectively. As a consequence, during attempts of technologies integration for cooperation of companies huge problems arise concerning their compatibility. Taking into account modern trends in industry which suppose a knowledge commerce in a world-wide scale these problems have to be studied more precisely. Obviously, in a separate organization scale there are no significant problems with interoperability. On this level standardization can be controlled. 

The problem of interoperability and integration can be also noticed in a plant scale. As it was mentioned automation systems can be composed from hardware and software of different manufacturers. Industry nowadays addresses these problems developing various open standards like FDT/DTM [Sarginson, 2002]. The problem of interoperability and integration here gets worse further as more intelligent means (Field Agents) of automation from different suppliers are proposed. The interaction of such systems gets more intensive on the way to cooperative multi-agent systems. Every member of such system (agent) becomes more and more intelligent and also more and more similar to human: interactions between members in such systems get similar to communication acts between people in human society. Agent during the communication act must clearly express its intentions to the other agent. From the human experience we know that to provide mutual understanding between people the thoughts must be expressed in common concept definitions. 

Now lets consider knowledge management automation problem. To enable automated knowledge management (remember the industry trend: knowledge mining, accumulation and sharing within organization) the approaches that allow to describe the ‘raw’ information in a machine understandable form must be applied. In this case the information will be suitable for processing by intelligent means (agents). Since all processes concerning knowledge management will be automatically performed by intelligent entities (agents) hence all accumulated knowledge will be presented in some machine understandable form. Human will just consume this knowledge and appropriate translators will be developed for this purpose.

Automatically accumulated knowledge can be considered as a product for external market (corporation experience). Its automated consumption by intelligent entities – representatives of some other corporation or company – is also assumed. Here not only search, correspondence check, quality check and delivery to destination can be automated. Also all correspondent business processes can be automated. 

If knowledge would be accumulated somehow within organization as its property, it would certainly be presented in some standard format. To enable consumption of this property by other organizations compatibility must be provided. Knowledge must be described in common for seller and customer notions. Otherwise they won’t understand each other and business deal will fail. 

Nowadays a new technology Semantic Web is developing. It seems to have enough potential to address the discussed challenges. Semantic Web assumes the development of resources network annotated to be understandable for intelligent computer means
. Human, representing his resource in such form, enables its use in automated processes (search, consumption) performed by intelligent tools. Semantic Web successfully supports interoperability between intelligent tools. It uses a concept of Ontology to provide mutual understanding between intelligent means on the level of notions.

On the other hand, emerging peer-to-peer solutions particularly suite well to the increasingly decentralized nature of present-day organizations, whether it is a single enterprise or a dynamic network of organizations. They make it possible for different participants (organizations, individuals, or departments within an organization) to maintain different views of the world while exchanging information. They also circumvent the bottlenecks associated with more traditional solutions, which rely on one or a small number of centralized servers. At the same time, because they rely on keyword search and rather simple knowledge representation techniques, today’s peer-to-peer solutions are extremely limited. They cannot easily support the introduction of new concepts, make it difficult to determine whether two terms are equivalent, and generally can only support very limited levels of automation – all types of functionality, which Semantic Web (SW) technologies have been shown to support [SWWS, 2002]. 

Lets analyze how strong is the potential of this combination – P2P and Semantic Web – to address all challenges concerning integration and interoperability in industry.
2. Semantic Web: providing interoperability and integration 

2.1 What is Enterprise Integration and why?

Nowadays a modern enterprise for its further prosperity or even survival must address more strict challenges than in recent past. In order not to loose a client and gain a maximal profit from a deal company must with the best efforts satisfy the needs of a customer and with minimal operation cost. To meet these requirements company has to look for an advantageous partnerships, share the market with other companies
. Very few business applications can live in isolation. Most often, applications have to be integrated with other applications inside and outside the enterprise. This integration is usually achieved through the use of some form of "middleware". Middleware provides the "plumbing" such as data transport, data transformation, routing etc. [Basex, 2002] Enterprise integration can also help reduce costs, increase operational efficiencies, expedite time to market, and improve return on information technology investments. These benefits are necessities in today's marketplace, not luxuries. Customers do not wish the ability to place their own orders, check an order's status or perform other service transactions, they demand it. However, without enterprise integration, your infrastructure will lack the robustness and flexibility to grow in today's ever-changing economy. [Hohpe, 2003]
"Companies need integrated information systems to anticipate and react to customers' requirements, collaborate with suppliers and partners and identify and exploit new opportunities quickly and effectively. Integration can also provide up-to-the-second visibility, a prerequisite in today's market. Without integration, your business will fall far behind the competition—or may fail outright. Proper integration is essential and fundamental to success."[Hohpe, 2003]
From here enterprise integration starts and leads to the problem of their information infrastructure integration. Such informational integration must result into integral infrastructure that will provide the best service for customer from any contact point at any time. Thus, integration in this context means unrestricted sharing of business processes and data among connected applications and data sources within an enterprise and between trading partners. Integration is a solution to gain and retain a competitive edge in today’s business climate.

Now direction of integration is the direction of success for enterprises. They invest large portions of their ICT budget on informational integration. Researchers have studied this problem for a long time and propose different solutions. Experience shows that only standardization can provide interoperability between enterprises6.

Development of WWW has allowed to make a good business creating information services. The number of Web Services increases and today every modern big company has own network of Web Services. Web Service is like a connection point through which a client can buy experience that company has accumulated during its existence. Thus the problem of enterprise information infrastructure integration results into problem of integration of their Web Services infrastructure. And standardization must be aimed at this direction. But what difficulties enterprise integration has? 

Architecting integration solutions is a complex task. There are many conflicting drivers and even more possible 'right' solutions. Whether the architecture was in fact a good choice usually is not known until many months or even years later, when inevitable changes and additions put the original architecture to test. Unfortunately, there is no "cookbook" for enterprise integration solutions. Most integration vendors provide methodologies and best practices, but these instructions tend to be very much geared towards the vendor-provided tool set and often lack treatment of the bigger picture, including underlying guidelines, principles and best practices. [Basex, 2002]

2.2 Specifics of industrial enterprise integration

To start the analysis of industrial enterprises integration (integration of their Web Services infrastructures) we must understand: what is industrial Web Service? Present Web Services are meant for human. But lets remember the latest trends of internal enterprise information infrastructure development that were analysed in Chapter 1. We can see that it aims to the following structure in a global scale (Figure 2.1):
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Figure 2.1. - Global structure of future enterprise information infrastructure 

[Pyötsiä, Future Care]

The global condition-monitoring network is formed in a tree form. The global service center is the root and regional service centers are connected to it and industrial sites are connected to regional service centers. The industrial sites are all independent. Each of them has a connection only to the service center hierarchically next to it. The independence means also possibility to detach from the tree at any moment, and work alone. However this disables also all the benefits of global condition monitoring. The global service center represented by Field Agent Server and industrial sites connected to it are shown (in simplified form without regional service centers) in figure 2.2.[Ojala, 2001]
The era of Smart Device is coming in industry, intelligent means substitute human in advanced decision making. Lets see what the emerging Field Agent is like?

As already explained before, Field Agent is actually a collection of specialized software agents rather than one single agent. Local system architecture is thus modular based on agent technologies. For every task there is a specialized agent, which is at any time replaceable by a new version without disturbance to other agents. Another key advantage of the agent structure is its independence of the physical environment, making it easy to adopt the concept to different environments and needs. Agent environment enables also an easy way to add new features to the system simply by adding a suitable agent. Agents currently specified include interface agents (green ones in figure 2.2), information and task agents taking care of learning, analyzing and database services (blue), security agent and an agent taking care of field device monitoring. [Ojala, 2001]
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Figure 2.2. - Main components of a local Field Agent. [Ojala, 2001]

It turns in industry to a fact that in PAS of new generation human participation is minimal. He is just responsible for acknowledgement of important decisions made by machine. Thus most evidently that Web Services of new generation will provide services for intelligent machines, not for human. They will provide information support of decision-making process performed by Smart Devices. But how this information must be presented to be suitable for consumption by intelligent Field Agent? Well, it depends on inference engine that the agent is based on. If the agent belongs to a type which inference is based on Knowledge Base, this agent will need from Web Service a knowledge that it is leaking of. According to FIPA
 standards such information message can look like it is shown on figure 2.3: 
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Figure 2.3. - Example of message from Web Service to Field Agent

The FIPA message is written in Agent Communication Language (ACL), such as FIPA ACL standardized by FIPA organization. The content of the message is expressed with specific content language, e.g. with Semantic Language (SL) that is standardized by FIPA.

One of the most important parameters in this message is parameter ‘ontology’. It denotes the ontology(s) used to give a meaning to the symbols in the content expression [FIPA, 2002]. The concept Ontology is extremely important in providing of interoperability between intelligent entities. To make possible business between Web Service and Smart Device, the former must understand what it is asked for and the latter – to understand the sense of information it is given to. Lets see how ontologies provide interoperability in industry.
2.3 Ontology: providing interoperability

“It was the spring of 2000. The scene was a demonstration of an advanced artificial-intelligence project for the U.S. Department of Defense; the participants were a programmer, a screen displaying an elaborate windowed interface and an automated ‘intelligence’—a software application animating the display. The subject, as the programmer typed on his keyboard, was anthrax.

Instantly the machine responded: ‘Do you mean Anthrax (the heavy-metal band), anthrax (the bacterium) or anthrax (the disease)?’ 

‘The bacterium,’ was the typed answer, followed by the instruction, ‘Comment on its toxicity to people.’

‘I assume you mean people (homo sapiens),’ the system responded, reasoning, as it informed its programmer, that asking about People magazine ‘would not make sense.’” [TechRev, 2002]

As we can see from the example, in our human world sometimes we must make significant efforts explaining to other people what we want. So, teaching machines to understand each other can become a very hard task. 

Lets consider some example of communication between industry agent and industry Web Service. Obviously to understand each other they must use the same vocabulary of terms. If agent wants some knowledge about how to repair a valve of type ‘X’ Web Service must have in its dictionary this word to decide if it could help. 

Also on the way of teaching the machines to understand each other a problem of human reality presentation must be solved. How to present to machine objects from our world and relations between them? 

Ontological approach tries to address the above problem. Ontology proposes a way of formal description of problem domain to enable automated processes where understanding of content sense is needed. Knowledge based intelligent systems in industry can gain the following benefits from using common ontology:

· Understand each other on a concept level despite heterogeneity

· Avoid conflicts between members of multi-agent system during knowledge exchange processes

· Represent attitudes, e. g. hypothesize, believe, expect, hope, desire, fear, predicts, plans

And general benefits that ontology gives are: 

1. A common vocabulary. The description of the industry needs a vocabulary agreed among people involved (maintenance, instrumentation, plant domains).

2. Explication of what has been often left implicit. To make possible human substitution by machine in decision-making we must formalize even most obvious knowledge ‘explaining’ to machine how we see the world.

3. Systematization of knowledge. Knowledge systematization requires well-established vocabulary, precise definitions of notions in terms people use to describe phenomena, theories and target things under consideration. Ontology thus contributes to providing a backbone for the systematization of knowledge.

4. Standardization. The common vocabulary and knowledge systematization bring us more or less standardized terms/concepts.

5. Meta-model functionality. A model is usually built in the computer as an abstraction of the real target. And, ontology provides us with concepts and relations among them, which are used as building blocks of the model. Thus, ontology specifies the models to build by giving guidelines and constraints, which should be satisfied. This function is viewed as that at the metalevel. [Mizoguchi et. al., 2000]

Any intelligent system needs a considerable amount of domain knowledge to be useful in a domain. The amount of knowledge necessary often goes large, which sometimes causes difficulties in the initial construction and maintenance phases. One of the methods to cope with such problems is ontological engineering, i.e. a process of formalization of an implicit knowledge about problem domain into ontological model. 

Standardizing terminology industrial ontologies can make great contribution into interoperability between intelligent systems of arbitrary operational scale: plant, enterprise, inter-enterprise. Since terms and their definitions are represented in ontologies in a natural, human-understandable form, it also makes easy implementation interoperability between human (plant operators) and Field Agents. 

An approach that provides interoperability between agents by creation of common problem domain ontology was applied by researchers in development of InfoSleuth system – a significant component of the Environmental Data Exchange Network [Fowler et. al., 1999]. 

InfoSleuth has been designed as an agent-based system to integrate heterogeneous, distributed information sources and tools via the use of common ontologies. In other words, a set, or community, of InfoSleuth agents collaborate at a semantic level to execute information gathering and analysis tasks, where the underlying information sources can be diverse both in their structure and content.

The agents communicate and reason about each other's capabilities in terms of a shared ontological model of information management to resolve user requests. Requests are posed in terms of an ontology, called the “domain ontology of the application," that provides a semantic framework for information activities in the domain of the user's interest.

The ontology used in the EDEN pilot project focuses principally on the relationships between contaminated sites, the wastes that cause the contamination, and technologies used to remediate specific kinds of contamination in specific media at each site.

Another researchers have already made efforts of formalization of industry domain into ontology, particularly for oil-refinery domain [Mizoguchi et. al., 2000]. After an intensive interview with domain experts, they found human operators use different terms to denote the same thing depending on context. The way of their word usage was carefully analyzed and it was found out that it wasn’t random except a few cases. Many of the wordings had good justifications. But ontology approach allows existence of synonym names for the same notion. 

All the above facts lead to a thought that if different industry enterprises separately engineer ontologies for the same problem domain there can arise a problem of inconsistency of them. And when once they will have to communicate they will a mechanism of inter-ontological relations establishment to enable interoperability. As a matter of fact for the same problem domain different ontologies can be created also for another reason. They can have different depth of detail and represent different aspects of the problem domain. It depends on the tasks that will be performed by intelligent systems utilizing those ontologies.

But how the industry plant ontology might look like? Lets consider the example of ontology that was developed by Japanese researchers in [Mizoguchi et. al., 2000] for oil-refinery plant to standardize communication vocabulary between plant agents.

2.4 Example of industrial plant ontology

The topic of research in [Mizoguchi et. al., 2000] was “Development of a human interface for the next generation plant operation”. The idea was to develop advanced interface for plant operators that would be able to communicate with Field Agents. The essential contribution of the ontology was making shared commitment to the target plant explicit, and hence to standardize the terminology within the community of agents. By agents, they also meant human interface agents. Lets consider one example to see why such standardization is necessary. 

As it was already mentioned above researchers, after intensive discussion with domain experts, found a remarkable fact that they sometimes use multiple names to denote the same entity. An example of this fact shown in Fig. 2.4 in which two controllers exist: Level controller (LC29) and flow controller (FC29). 
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Figure 2.4. - Cascaded control of LC and FC

Both controllers use the same control valve as an actuator. It is a typical example of cascaded control. LC29 takes care of the liquid level of the overhead drum, which contains reflux (Naphtha). And FC29 is in charge of controlling the flow of Naphtha coming out of the overhead drum. The control valve is called “Level adjustment control valve” and “Naphtha extraction flow control valve” depending on which controller the operator focuses on. The problem, however, is that the focused controller is seldom explicit. So, the system has to infer where is the focus on and to trace the focus shifts during the course of operation.

The ontology engineering process carried out by researchers resulted into plant ontology consisting of  several hierarchical organizations of concepts such as operation task ontology, plant components, plant objects, basic attributes and ordinary attribute.

The major components of the operation task ontology are concepts of actions done by the task performer, operators in our case, and concepts of the role, which domain objects play in the task performance. This is the key issue of task ontology. That is, task ontology reveals the problem-solving context in a task of interest to specify the roles the domain objects play. Without this, it is left implicit that how domain concepts should be organized under a specific task.

In this ontology Activity concepts were defined. Operation of a plant consists of monitoring the behavior of the plant, diagnosing abnormal states and operating devices to recover from such states. Thus, the three actions, monitor, diagnose and operate are the top-level Activity concepts. Under these, they also identified enumerate, list up, decide, predict, etc. 

There are two kinds of hierarchies of concepts organization. is-a hierarchy and part-of hierarchy. For example, sub-concepts of operate in the part-of hierarchy would be recognize (the state), predict (the near future), identify (the causes), and decide (operation to take). On the other hand, sub-concepts of reason in the is-a hierarchy are predict and retrospectively reason and its super is think. 

Major task-specific Role concepts include state of operation, abnormal state, candidate cause, countermeasure operation etc. When a state of operation is recognized as abnormal, then it comes to be called abnormal state. Near future state is a state predicted from an abnormal state as the current state. A cause of a fault has its sub-states: a candidate cause, which is an inferred causal state and a cause, which is a real cause.

There exist two major things in the plant domain: Plant components (devices) and plant objects to be processed by the devices. Domain concepts also have role concepts like task ontology. To say precisely, many of the domain concepts are role concepts. Lets first take plant object. The top-level categories of plant object are view-independent object and view-dependent object. The former includes LP gas, gasoline, naphtha, etc. which are categories persistent in any situation. The latter includes tower-head ingredient, liquid, distillate, input, intermediate product, raw material, fuel, etc. All are view- or context-dependent. The major task needed was categorization of such dependency. The top-level categories of view-dependent plant object are state dependent, location-dependent, history-dependent and role-dependent objects. State dependent objects have inherent state-dependent and relative state-dependent objects as its sub-concepts. The former includes liquid, gas, superheating steam etc. and the latter low temperature ingredient, low boiling point ingredient, etc. 

Attribute also needs careful treatment. Most of the attributes people think so are not true attribute but role attribute. Let us take an example of height. It is a role attribute whose basic attribute is length. Height, depth, width and distance are role attributes. Just like a man is called a husband when he has got married. The true attribute is called basic attribute. Examples of basic attribute include length, area, mass, temperature, pressure, volt, etc. Role attribute includes height, depth, input pressure, maximum weight, area of cross section, etc. Needless to say, these attributes are also decomposed into several sub-concepts.

Finally ontology, which contained about 500 concepts, was built. The concepts were approved by the domain experts and the coverage was around the normal fractionator pressure of a full-scale refinery plant.

2.5 Knowledge share across industry enterprises

So far we have analyzed the application of Semantic Web potential in the industry of future assuming existence of Field Agent infrastructure on each plant. We have seen that Semantic Web possesses the enough potential to facilitate development of inter-enterprise information infrastructure, which make possible knowledge sharing between Field Agents. 

But lets analyze benefits that can be given by Semantic Web right now on a base of legacy systems that are actively used in industry. How painful will be application of such novel technology as Semantic Web for legacy systems?

As it was already shown in [Jennings et. al., 1996] and [Jennings and Wooldridge, 1998] legacy systems can be successfully wrapped by agents that standardize the communication between them (see Figure 2.5).
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Figure 2.5. - Wrapping of legacy systems by agents

Thus we again come to multi-agent system, which functionality can be successfully enabled by Semantic Web approach, as it was shown above. The tasks that have been performed by legacy systems within industry enterprise now can be offered to partner enterprises as well. Semantic Web enables such resource sharing between enterprises by following:

· Every resource must be described by profile. It is machine-understandable description of those services (tasks) that can be proposed (performed) by legacy system, wrapped by agent. Processing this profile search agent will automatically find necessary resource.

· Input-output protocols of every resource also must have correspondent machine-understandable description. It is an “instruction” of the right use of the resource by other agents.

· The two above profiles must be based on relative ontologies, which provide terms vocabularies. According to those ontologies agent-consumer will understand the descriptions.  

Now lets study more carefully what is legacy system and how they can be compatible with Semantic Web. Lets also analyze the possible resources that can be shared by industry enterprise.

For any manufacturing enterprise, form and content of product knowledge are subject to change during the entire product life cycle. In its explicit form, product knowledge is scattered among various kinds of sources, including paper files and computer media; in its implicit form it belongs to the competence of specific experts, or to the shared experience of the whole company. So-called corporate memories try to capture both kinds of knowledge, to make it more accessible and reusable. The goal is to minimize revision loops in the production cycle and to increase flexibility with respect to the demands of the market. Real world corporate memories may comprise data bases, knowledge bases, (hyper-)texts and other electronic documents. Suitable techniques of knowledge sharing and integration play a crucial role here: knowledge has to be collected, stored and distributed for a variety of people to solve a variety of tasks. Most techniques rely on a unified technical terminology usually called ontology. It describes - in a rigorous way - the meaning of the relevant pieces of information, with the purpose of facilitating communication between people and interoperability of different database schemas, modeling methods and software tools. Recent data modeling standards like ISO 10303 (STEP, Standard for the Exchange of Product data) for basic product knowledge and ISO 13584 for parts libraries represent concrete approaches in this direction [Cristani et. al., 1996].

The competitiveness of companies depends heavily on how they exploit their corporate knowledge and memory. Most information in modern electronic media is mixed-media and rather weakly structured. This holds for the Internet but also for large company intranets. Finding and maintaining information is a hard problem in weakly structured representation media. Increasingly, companies realize that their intranets are valuable repositories of corporate knowledge. But with the now rapidly increasing volumes of information, turning this into useful knowledge has become a major problem. Knowledge Management is about leveraging corporate knowledge for greater productivity, value, and competitiveness. Due to Internet-enhanced globalization, many organizations are increasingly geographically dispersed and organized around virtual teams. Such organizations need knowledge management and organizational memory tools that encourage users and foster collaboration while capturing, representing and interpreting corporate knowledge resources and their meaning [Fensel et. al., 2000].
There have been already made successful efforts of Semantic Web researchers that allowed to improve Knowledge Management on the enterprise scale. Obviously much from these works can be adopted to improve the Knowledge Management on the inter-enterprise scale as well. 

On-To-Knowledge framework proposed in [Fensel et. al., 2000] provides the tools to speed up knowledge management in large distributed organizations, by applying ontologies to electronic information as a basis for semantic information processing and fast, meaning-directed user access. It deals with the large numbers of heterogeneous, distributed, and semi-structured documents typically found in large company intranets.

In this framework the system interacts with a user in order to elicit a specific query to be answered. Both the interaction with the user and the resulting query are entirely in terms of a domain specific ontology. Such an ontology-based user interaction has as main advantage that the user is shielded from any document-specific representation details, and can instead communicate in meaningful domain-specific terms. Furthermore, it makes the system much more robust against changes and variability in the formats of the underlying documents. Of course, the above steps all assume that the data repository is filled with data that is annotated with sufficiently rich semantic information. Furthermore, the annotations must be related to the ontological vocabulary that was the basis for the original user query.

Nowadays On-To-Knowledge is carrying out three industrial case studies to evaluate the tool environment for ontology-based knowledge management. These case studies are chosen such that they ensure a broad coverage, involving three different industry sectors (insurance, telecom, energy) in three different countries, and facing different knowledge management problems.

Another project tries to address the Corporate Memory Management challenges with help of Semantic Web technology. CoMMA (Corporate Memory Management through Agents) aims at developing an open, agent-based platform for the management of a corporate memory by using the most advanced results on the technical, the content, and the user interaction level [Perez, 2000]. A special attention should be paid to the framework of this system since it can be applied for Inter-Corporate Memory Share as well.

The implementation scenario addresses the following common issue: How to retrieve relevant knowledge within an important mass of information? The solution proposed by CoMMA is based on a multi-agents architecture of cooperating agents, being able to adapt to the user, to the context, and supporting retrieval of relevant information in the CM. These agents will be able to:

· communicate with the others to delegate tasks,
· make elementary reasoning and decisions, supporting the choice between several documents. 
They will have inference mechanisms exploiting ontologies. They may help authors of documents to annotate the documents, to perform technological monitoring on the Internet and to diffuse the acquired innovative ideas in the interest of employees in the company. The project focuses on the case where the CM is materialized by XML documents, annotated by meta-information in RDF in order to offer intelligent search functionalities and improve document retrieval. Just as an important feature of new software systems is the ability to integrate legacy systems, an important feature of a corporate memory management framework would be the ability to integrate the legacy archives. An RDF annotation is either internal or external to the document; therefore existing documents of the corporate memory may be kept intact and annotated externally.

Finally, the project exploits machine learning techniques (MLT) in order to make agents adaptive to their users and the context. Figure 2.6 shows a complete schema of the system.
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Figure 2.6. - Multi-agent architecture of cooperating agents in COMMA project

Researchers developing the architecture don’t stress the heterogeneous sources reconciliation aspect: documents are heterogeneous but annotations are in RDF and based on a shared ontology [Gandon, 2001]. In their architecture a specialized ontology agent sub-society exists, which is responsible for interoperability between all agents in the system. These agents provide downloads, updates and querying mechanisms of the ontologies for other agents. They provide, for instance, user agents with the ontological elements needed for query elicitation and the mediators or resources agents with the ontological elements needed for query solving. When the system handles several ontologies, ontology agents may be in charge of the mapping and translation between ontologies using, for instance, mappings to a common ontology. When the system handles different points of view, they enable other agents to use them to filter their view/access to the ontology. When there exists a terminological level, additional services such as queries on terms and synonyms for a given concept may be part of their job.

Their enterprise ontology is an oriented, focused and somewhat simplified explicit representation of the organization. The general stages of the formalization of enterprise domain are usually the following:

1. Provide the conceptual vocabulary detected as needed in the system framework scenarios applying techniques from knowledge engineering for data collection. Specify the corporate memory concepts and their relationships in ontology and formalize the ontology in RDF using the RDF Schema.

2. Use the ontology and the results from data collection to propose enterprise and user models to describe the organizational State of affair. The models are implemented in RDF instantiating the RDFS ontology description.

3. We structure the corporate memory writing RDF annotations of the documents instantiating the RDFS ontology description and referencing the state of affair.

4. These annotations, the model and the ontology are used through inferences to search, manage and browse the memory.

2.6 Problems with interoperability in Semantic Web

Semantic Web and Ontology concepts promise to solve the problems with interoperability and integration that current technologies don’t have enough potential to cope with.  However overcoming the bottleneck of the current web technology they introduce new ones! Lets see what exactly problems Ontology approach faces with.

According to iSOCO
 – Spanish research organization, that develops innovative solutions based on best of breed technologies and on Artificial Intelligence techniques – there are 6 major problems with Semantic Web to be resolved [Benjamins et. al., 2002].

· The availability of content. Currently, there is little Semantic Web content available. Existing web content should be upgraded to Semantic Web content including static HTML pages, existing XML content, and dynamic content, multimedia and web services.

· Ontology availability, development and evolution. Ontologies will become a key piece, as they allow explicating of the semantics of Semantic Web content. A big effort must be made in the creation of common widely used ontologies for the Semantic Web, on the provision of adequate infrastructure for ontology development, change management and mapping, and, in this distributed web environment, on the adequate control of the evolution of ontologies and the annotations referring to them.

· Scalability. A significant effort must be made to organize Semantic Web content, store it and provide the necessary mechanisms to find it. All these tasks must be performed and coordinated in a scalable manner, as these solutions should be prepared for the huge growth of the Semantic Web

· Multilinguality. This problem already exists in the current Web, and should also be tackled in the Semantic Web. Any Semantic Web approach should provide facilities to access information in several languages, allowing the creation and access to SW content independently of the native language of content providers and users.

· Visualization. Intuitive visualization of Semantic Web content will become more and more important to solve the increasing amount of information overload, as users will demand the easy recognition of relevant content for their purposes. New techniques must be explored that differ from the usual hypertext structure visualization of the current web.

· Stability of Semantic Web languages. Finally, standardization efforts must be performed urgently in this emerging field, in order to allow the creation of the necessary technology that supports the Semantic Web.

Industry enterprises understand that their successful integration can’t be performed without providing interoperability of information systems being in use. On the symposium held on December 11, 2001 by the Silicon Valley World Internet Center [SVWIC, 2002], a challenges that have to be addressed applying Semantic Web were discussed too. Since Semantic Web provides interoperability via common inter-enterprise taxonomies, ontologies a challenge is to join efforts of enterprises for development of them. As it was explained above ontologies represent the entire set of relationships within an enterprise, relationships around data. The development of ontologies must be performed in a coordinated manner to ensure the consistency of the whole model. Taxonomies are defined by the participants as the vocabulary used inside of the ontology. Language and terms need to be common among users for the data to pass through the various relationships of the ontology and to mean the same thing to all parties. For instance, the manufacturer may describe an engine part with a number, by the retailer, by a different number and by the customer as a water pump. It is expected, the Semantic Web will be able to recognize all these terms as the same item and find it for all parties. In order to develop common vocabularies, participants saw the need for the build up of central repositories and huge “data dictionaries” to lower the cost of communication and integration and to manage and keep reliable.

Participants brought up several questions about the solutions they proposed. How precise do the vocabularies have to be? How can organic growth be created inside of a vocabulary? They suggested that applications be created that can deal with standardized ways of describing attributes and relationships among autonomic entities. They suggested building a dictionary focused on a few key problems. Other solutions included developing a case-based chooser with a meta layer that is presented to the user; coming up with an explicit way to describe a taxonomy, such as XML schema; developing a tool that can go out on a given network and find a data source; and, finally, coming up with a router that can pull data from a network and provide it to a combination of applications. [SVWIC, 2001]
Here appears manual ontology development challenge. Since problem domain ontologies are developed by ontology engineers this process is manual and hence time consuming and costly. So, to teach machine to understand our world human must make big efforts. Moreover ontology engineers are advanced specialists and to develop really descriptive and irredundant they must have significant experience. Hence there is a clear need in semi-automatic and automatic ontology development means based on techniques from natural language processing, data mining and machine learning [Fensel, 2000]. From here arises a new research direction – Ontology Learning. Ontology Learning for the Semantic Web explores techniques for applying knowledge discovery techniques to different web data sources (such as HTML documents, dictionaries, etc.), in order to support the task of engineering and maintaining ontologies. The approach of ontology learning proposed in Ontology Learning for the Semantic Web includes a number of complementary disciplines that feed in different types of unstructured and semi-structured data. This data is necessary in order to support a semi-automatic ontology engineering process [Maedche, 2002].

Once developed ontologies have to be deployed and this process lifts new challenges concerned with Ontology Management. According to [Das et. al, 2001] they are:
1. Scalability, Availability, Reliability and Performance – These were considered essential for any ontology management solution in the commercial industrial space, both during the development and maintenance phase and the ontology deployment phase. The ontology management solution needed to allow distributed development of large-scale ontologies concurrently and collaboratively by multiple users with a high level of reliability and performance. For the deployment phase, this requirement was considered to be even more important. Applications accessing ontological data need to be up 365x24x7, support thousands of concurrent users, and be both reliable and fast. 

2. Ease of Use – The ontology development and maintenance process had to be simple, and the tools usable by ontologists as well as domain experts and business analysts.

3. Extensible and Flexible Knowledge Representation – The knowledge model needed to incorporate the best knowledge representation practices available in the industry and be flexible and extensible enough to easily incorporate new representational features and incorporate and interoperate with different knowledge models such as RDF(S) or DAML/DAML+OIL.

4. Distributed Multi-User Collaboration – Collaboration was seen as a key to knowledge sharing and building. Ontologists, domain experts, and business analysts need a tool that allows them to work collaboratively to create and maintain ontologies even if they work in different geographic locations.

5. Security Management – The system needed to be secure to protect the integrity of the data, prevent unauthorized access, and support multiple access levels. Supporting different levels of access for different types of users would protect the integrity of data while providing an effective means of partitioning tasks and controlling changes.

6. Difference and Merging – Merging facilitates knowledge reuse and sharing by enabling existing knowledge to be easily incorporated into ontology. The ability to merge ontologies is also needed during the ontology development process to integrate versions created by different individuals into a single, consistent ontology. Semantic mismatch between two or more ontologies that are being merged is defined as Ontology Impedance. There was widespread acceptance of the fact that, when merging ontologies, we will have to deal with ontology impedance. Work needs to be done to estimate the consequent loss of information that results from this impedance [Kashyap, 2001]. 
7. XML interfaces – Because XML is becoming widely-used for supporting interoperability and sharing information between applications, the ontology solution needed to provide XML interfaces to enable interaction and interoperability with other applications.

8. Internationalization – The World Wide Web enables a global marketplace and ecommerce applications using ontological data have to serve users around the world. The ontology management solution needed to allow users to create ontologies in different languages and support the display or retrieval of ontologies using different locales based on the user’s geographical location. (For example, the transportation ontology would be displayed in Japanese, French, German, or English depending on the geographical locale of the user.)

9. Versioning – Since ontologies continue to change and evolve, a versioning system for ontologies is critical. As ontology changes over time, applications need to know what version of the ontology they are accessing and how it has changed from one version to another so that they can perform accordingly. (For example, if a supplier’s database is mapped to a particular version of an ontology and the ontology changes, the database needs to be remapped to the updated ontology, either manually or using an automated tool.) 
Nowadays there already exist expert solutions that try to meet the above requirements. Ontology Builder developed in [Das et. al., 2001] provides a multi-user collaborative environment to facilitate the ontology building, sharing, and maintenance process. Collaborators can hold discussions and see changes committed by other users. A more complete conferencing and white boarding solution are under investigation. Their role-based security model provides data security, data integrity, user authentication and multiple levels of user access. A fine-grained model in which a set of permissions could be assigned to a user of a particular ontology has also been designed. The difference and merging engine currently uses a simple algorithm.

Ontology Builder is fully internationalized and can be used in multiple languages and ontologies can be created and displayed in multiple locales. 

Ontology Builder currently does not provide any versioning support. Versioning of ontologies is needed so that changes from one version to another can be tracked and managed and so that applications can determine what specific version of ontology is being accessed. The fine-grain versioning control functionality is planned for the future.

But neither the ontology development itself nor its product—the ontology— is a single-person enterprise. Large standardized ontologies are often developed by several researchers in parallel; a number of ontologies grow in the context of peer-to-peer applications; other ontologies are constructed dynamically. Successful applications of ontologies in such uncontrolled decentralized and distributed environments require substantial support for change management in ontologies and ontology evolution.

Given ontology O and its two versions, Vold and Vnew, a complete support for change management in an ontology environment includes support for the following tasks.

Data Transformation: When an ontology version Vold is changed to Vnew, data described by Vold might need translation to bring it inline with Vnew. For example, if we merge two concepts A and B from Vold into C in Vnew, we must combine instances of A and B as well.

Ontology Update: When we adapt a remote ontology to specific local needs, and the remote ontology changes, we must propagate the changes in the remote ontology to the adapted local ontology or reject specific changes, enabling execution of some changes and rolling back of others.

Consistent Reasoning: Ontologies, being formal descriptions, are often used as logical theories. When ontology changes occur, we must analyze the changes to determine whether specific axioms that were valid in Vold are still valid in Vnew. For example, it might be useful to know that a change does not affect the subsumption relationship between two concepts: if A v B is valid in Vold it is also valid in Vnew. While a change in the logical theory will always affects reasoning in general, answers to specific queries may remain unchanged.

Verification and Approval: Sometimes developers need to verify and approve ontology changes. This situation often happens when several people are developing a centralized ontology, or when developers want to apply changes selectively. There must be a user interface that simplifies such verification and allows developers to accept or reject specific changes, enabling execution of some changes and rolling back of others.

Data Access: If there exists data conforming to Vold, we often must access this data and interpret it correctly via Vnew. That is, we should be able to retrieve all data that was accessible via queries in terms of Vold with queries in terms of Vnew. Furthermore, instances of concepts in Vold should be instances of equivalent concepts in Vnew. This task is a very common one in the context of the Semantic Web, where ontologies describe pieces of data on the web [Klein and Noy, 2003].

3. P2P

3.1 P2P communication model – what is it?

In today’s knowledge-based economy, the competitiveness of enterprises and the quality of work life are directly tied to the ability of effective creation and share of knowledge both within and across organizations. Emerging peer-to-peer solutions are particularly well suited to the increasingly decentralized nature of today’s organizations, whether it is a single enterprise or a dynamic network of organizations. They make it possible for different participants (organizations, individuals, or departments within an organization) to maintain different views of the world while exchanging information. They also circumvent the bottlenecks associated with more traditional solutions, which rely on one or a small number of centralized servers. At the same time, because they rely on keyword search and rather simple knowledge representation techniques, today’s peer-to-peer solutions are extremely limited. They cannot easily support the introduction of new concepts, make it difficult to determine whether two terms are equivalent, and generally can only support very limited levels of automation – all types of functionality, which Semantic Web (SW) technologies have been shown to support.

If not to be very strict Peer-to-Peer (P2P) can be defined as a class of applications that takes advantage of resources –storage, cycles, content, human presence- available at the edges of the Internet, nothing more [SWWS, 2002]. A P2P system is when autonomous peers are dependent of each other for information or computer power. The peers connected to the peer network together makes up the system as whole. A peer could be a computer, a personal mobile terminal or some other device. Autonomous means that they are not wholly controlled by a central resource. In P2P systems computers that earlier were just acting as clients now act as clients also as server, the term used to describe a client/server is servant. Which role a resource has, from one moment to the next, depends of what the systems needs. This takes away the heavy load and dependency of some of the individual servers [Åkerström and Gröndahl, 2002]. 

If we look to the existing systems on the Web, we can roughly divide them in three different models: the broker mediated model, the direct P2P model and the resource-sharing model.

In a mediated P2P network (figure 3.1), central servers contain an index of all the content and where it can be found. When the server receives a request, peers hosting the content are identified from the index. The server acts as a broker and “mediates” a direct communications link between the requesting peer and the closest, most efficient host peer. The server instructs the requesting peer where it can obtain the file, but is not otherwise involved in the transfer. This greatly reduces bandwidth and storage costs over a central server architecture.

[image: image7.png]Where is “X-File Season 72

Carol has it

Bob )e—m—m---oooooo——»

Copying X-File Season 7




Figure 3.1. - Broker mediated model [SWWS, 2002]

Direct P2P model lets users register information with network neighbors (figure 3.2). Searching across the network to find information is done by sending queries to neighbors, and if the neighbors don’t know the answer they send the query to their (or a selection of their) neighbors. Techniques like a history profile of the query could prevent cyclic behavior and restricts the chain length.
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Figure 3.2 - Direct P2P model [SWWS, 2002]

The big advantage of this approach is the independence of a centralized server that could be a bottleneck in CPU or storage capacity and it also prevents the possibility of censorship. A disadvantage is the difficulty in finding the peers you need.

In a resource-sharing model, a “master” uses “slaves” for any kind of purpose (figure 3.3). The master could, for example, use the unused CPU cycles from the slave for calculating extraterrestrial data (SETI@home, Popular Power), using disk space (Mojo Nation) or using the data stored on the slave (like Google: it visits sites to get information and include it in its database).
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Figure 3.3 - Resource-sharing model [SWWS, 2002]

3.2 P2P features that make it so interesting

But what features make P2P communication model so interesting? Lets consider them. 

The P2P model could be seen as an alternative to the client-server model that is mostly in use in today’s networks. In the client-server model, a server or a small cluster of servers present services to many clients. The difference is visualized in Figure 3.4. 
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Figure 3.4 - Difference between Client-server and P2P model 

[Åkerström and Gröndahl, 2002]
In the purest form of P2P, on the other hand, you should not depend of a server and all peers should participate on the same conditions. It is a misunderstanding though that it is best if a server is never used in a P2P network. For the pure P2P networks it is true but many of the mostly popular P2P applications today use some kind of server.

A positive thing with a client-server solution are that is better known and has been more used recently, which has resulted in that much of the work has been standardized. The centralization also makes it easier to configure and control performance, security and the reliability. Client-server systems have, on the other hand, limitations when it comes to scalability and are often very costly to own [Åkerström and Gröndahl, 2002]. 

The useful possibilities that brings P2P model are:

Decentralization

Many traditional network applications rely on the client-server model, where the information is concentrated to the central servers. But relying on a central source has its drawbacks. There might be bottlenecks when many clients try to connect to the same source, free resources at other nodes get wasted and it is often be expensive to administer a big central system. On the other hand, it can also be problematic to build a fully distributed system. In a truly decentralized system, things like security and finding a first peer to connect to can be a problem. There can therefore be different degrees of decentralization. On one side systems exist where all peers are exactly the same, which are the pure P2P systems. On the other some P2P systems are hybrid using some kind of server. The most important thing is not how pure a P2Psystem is, but is how well it solves the problem [Åkerström and Gröndahl, 2002]. 

Scalability

A gain from decentralization is the improved ability to scale. The number of centralized operations that needed: such as synchronization, coordination, and the amount of states that have to be saved are some of the things that affect the ability of a system to scale.

Anonymity

A P2P system can offer different levels of anonymity. On one hand there is no anonymity at all and the contrary is when there is no way to censor what and how digital content is published on a network. Under these circumstances users should not be concerned with the risk of legal ramifications or other consequences of their use of a system. 

Self-Organization

The arrangement of a P2P system is hard to predict since the number of users and the load can vary greatly. In a P2P system individual peers have to be self-organized in order to be able to handle irregular connection, be scalable, fault tolerant and not too expensive to manage. 

Cost of ownership

In a centralized structure the server usually has to bear the whole cost of owing a system and merging the content. To spread this expense among more users a P2P solution could be employed. This helps to avoid the pressure otherwise put on a single host. 

Ad-hoc connectivity

In a P2P environment peers or whole systems can join and leave in an irregular manner. In old distributed systems this was often seen as an exception, but in today’s P2P systems it has become an ordinary phenomenon. Many of the P2P systems also depend on home users’ machines, which make their connectivity even more random. P2P systems must be design to be able to handle these events.

Performance

In P2P systems like in almost all computer systems the performance is a vital issue for the deployment of a system and so also in. The philosophy behind P2P systems is to build big pools of capacity, such as storage or computer cycles, by aggregating many different resources. 

Fault Resilience

P2P model reduces the dependency of peers on a central resource, which can be a source to destructive failures for a whole system. But new problems arise instead such as disconnection of peers and similar that can make parts of a system unreachable. This can effect on the ability for other peers to use the system.

Interoperability

Today there is no standard solution of how P2P applications should work together although much work is done to improve the interoperability. The following P2P solutions are the most popular:

BearShare (http://www.bearshare.com)

Gnucleus (http://www.gnucleus.com)

LimeWire (http://www.limewire.com)
Morpheus (http://www.morpheus-os.com)

Phex (http://phex.sourceforge.net)

Shareaza (http://www.shareaza.com)

Swapper (http://mywebpages.comcast.net/jthomas497/swapper/swapper.html)

Xolox (http://www.xolox.nl)

Gtk-Gnutella (http://gtk-gnutella.sourceforge.net)

Mutella (http://mutella.sourceforge.net)

Qtella (http://www.qtella.net).
3.3 Peer-to-Peer: enabling distributed content management

There are three key trends driving the need for, and emergence of, distributed content management solutions: explosion of unstructured data; the critical need to formally manage content; and internetworking and collaboration within and between enterprises. These trends are converging to produce two key requirements—the need to create superior online user experiences and the need to work collaboratively.

Distributed content management systems address the need to access content wherever it resides, produce content while maintaining control over it, and collaborate efficiently by sharing data real-time within a distributed network of stakeholders. These systems create virtual content repositories that eliminate the need for structured storage. In fact, with these systems, data structure becomes irrelevant because information is accessed at its source, in its native format, expanding the reach and participation of stakeholders.

Gartner Research Group
 sees immediate synergies between distributed content management and Web content management (WCM) solutions. Together, distributed content management and WCM solutions provide access to potentially all enterprise and interenterprise content, and allow that content to be effectively managed and distributed via the Web.

Of course, distributed content management solutions can also stand on their own. Enterprises that need to share real-time information across geographically dispersed knowledge workers can benefit from such solutions immediately. When distributed content management solutions provide a virtual content repository without distracting from the strengths of other process dependent systems, they can form the backbone of any platform that requires real-time, efficient information sharing.

In the short term, distributed content management solutions may complement enterprise portal solutions, which are less affected by wider e-business processes. Longer-term, distributed content management solutions may complement supply chain management (SCM), customer relationship management (CRM) and e-commerce solutions.

Because P2P encourages a distributed architecture, it will create significant challenges in security, policy and workflow, but these are not insurmountable. Gartner believes that by developing formal P2P content networking solutions based on the Data Centered P2P model, enterprises will be able to create significant new dimensions of competitive advantage by leveraging real-time and otherwise unavailable content and content stakeholders.

Given e-business trends, market drivers and the importance of partnership strategies, Gartner expects that P2P content networks will become prevalent in future. Gartner also believes that half of the current server-based content management vendors will add Data Centered P2P functionality to their product offerings by 2005 (0.7 probability). 

The emergence of P2P content networks will further blur the lines between organizational boundaries and empower users. Internetworking, where connections are made between enterprises to share information and collaborate, will create value for end customers. For users, search requests can be set to run at the server level, and as new content is indexed, alerts will be sent to the users, thereby greatly increasing the ease of searching. Users will be able to create their own personal index that will reduce information overload, and will be able to share this index with other users who have similar requirements.

In a nutshell, Gartner believes that P2P content networks will be an important part of an enterprise’s ability to work collaboratively, although security and control issues will need to be addressed before adoption becomes widespread. Gartner also believes that P2P content networks will be an important part of creating superior online user experiences, particularly when successfully integrated into WCM solutions [GartnerGroup, 2001].
3.4 P2P and Semantic Web – new Knowledge Management approach

In today's knowledge-based economy, the competitiveness of enterprises and the quality of work life are directly tied to the ability to effectively create and share knowledge both within and across organizations.

The combination of Semantic Web and Peer-to-Peer is highly innovative with prospective benefits to the individualization of work views as well as to the facilitation of knowledge sharing. Lets see why researchers study the possibilities of the integration of these two approaches and what new opportunities it gives.

Peer-to-Peer computing combined with Semantic Web technology will be an interesting path to switch from the more centralized KM solutions that are currently implied by ontology-based solutions to a decentralized approach. P2P scenarios open up the way to derive consensual conceptualizations among employees within an enterprise in a bottom- up manner [SWWS, 2002].

While in the server/client-based environment of the World Wide Web metadata are useful and important, for Peer-to-Peer (P2P) environments metadata are absolutely crucial. Information Resources in P2P networks are no longer organized in hypertext like structures, which can be navigated, but are stored on numerous peers waiting to be queried for these resources if we know what we want to retrieve and which peer is able to provide that information. Querying peers requires metadata describing the resources managed by these peers, which is easy to provide for specialized cases, but non-trivial for general applications [Neidl et. al., 2003].

Ontologies have shown to be the right answer to knowledge structuring and modeling by providing a formal conceptualization of a particular domain that is shared by a group of people in an organization [SWAP, 2003]. However, Knowledge Management Systems based on centralized ontologies need a long development phase and are difficult to maintain. From a technological point of view P2P solutions are particularly well suited, because they make it possible for different participants (organizations, individuals, or departments) to maintain their own knowledge structure while exchanging information [SWAP, 2003].

Semantic Web and Peer-to-Peer (SWAP) project in [SWAP, 2003] demonstrates that taking the successful technologies of the above research areas, will allow support for decentralized environments. Participants can maintain individual knowledge structures on their peers (PCs), while sharing knowledge in ways such that administration efforts are low, but knowledge sharing and search is easy.

The system developed in SWAP project consists of a set of peers called “SWAP Nodes” (see Figure 3.5). The knowledge of a particular peer is extracted from several Knowledge Sources, then integrated and stored in the Local Node Repository LR. A user interface ensures that the user can edit/browse/query the knowledge. Queries that cannot be answered by the available knowledge are sent to the whole system. A specialized component deals with rewriting these queries and selecting the peers, which are likely to know the answer.
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Figure 3.5 – SWAP system architecture [SWAP, 2003].

Every participant in the SWAP system has to be enabled to provide his knowledge. In this module the user can select among existing knowledge sources from his personal computer for addition (emails, files, folders, bookmarks, or whole ontologies). A special component will extract ontology-like structures from the selected sources. These sources will then be integrated automatically into the LR, which is represented in RDF(S). Merging routines will be required at this point. Content is therefore stored as an ontology, which allows high-quality processing. The LR is an integrated view on all known information sources, both local sources and other peers. Any change in the knowledge sources is propagated to the LR. Knowledge visualization for user is implemented using different techniques (topic hierarchies, thematic maps). Queries can be entered by clicking in the views graph or manually as text. The query itself can have various degrees of complexity from simple conjunction to recursion formulated in an RQL
-related query language. If the inference engine cannot get an answer from the local repository, it splits the query and distributes the subqueries in the P2P network.

The SWAP research group is going to test the performance of developed system in several Knowledge Management case studies. First, they will investigate the work of investment analysts at Dresdner Bank, one of the largest German banks. The case study surveys their use of current central knowledge management technology. The analysts store big amounts of knowledge in various formats on their personal computers. The SWAP P2P based solution will be installed and test-driven in order to come up with a realistic estimation of the work that might be saved (or wasted) by the P2P system.

Second, in the virtual enterprise case study, contractor IBIT (Fundació de les Illes Balears per a la Innovació Tecnológica) will use P2P technology to enable knowledge sharing between different small and medium-sized enterprises that all have a stake in sustainable tourism. This topic is of high importance to the local economy of the Balearic Islands, and it involves a large number of very different peers (local government, tour operators, hotel operators, university researches etc.), and involves very heterogeneous knowledge sources. Also, the peers are geographically dispersed, they are very different in nature, and they will be intermittently connected to the network.

3.5 P2P and Semantic Web – integrating Web Services

Today distributed computing is connected with the idea of Web Services. These are (parts of) programs that can be accessed over a network using well-defined protocols. An important aspect is that the interactions should be done automatically by computers. Currently one of the main problems is the locating of Web Services, which provide the desired functionality [Thaden et. al., 2003].

Universal Description, Discovery and Integration (UDDI) is a specification for business registries from Ariba, IBM and Microsoft
. It is a central (possibly replicated) registry, which contains information about businesses and their provided Web Services (see Figure 3.6) (private registries are possible, but lead to drawbacks as discussed in the next section). 
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Figure 3.6 – Services registered at central registries [Thaden et. al., 2003]

Centralized approaches combined with replication have many drawbacks, e.g. poor scalability and less consistency on large registries. UDDI can be seen as typical yellow pages, pointing to registered Web Services, which can be located elsewhere. Furthermore, the search facility is limited; one can search by keywords, but cannot ask for “something similar” since UDDI does not provide a vocabulary (ontology).

While the idea of UDDI is a centralized storage of Web Service descriptions, currently most providers of Web Services tend to set up their own so called private registries. Several commercial UDDI registry products are available which help businesses to do that. A new trend is to integrate UDDI registry features in more general company directories (e. g. Microsoft Active Directory, Novell eDirectory). This will further enforce the trend to company-wide UDDI registries and limit the usage of central public registries.

This situation makes it difficult to discover services. Technically, it would be possible to replicate registry information from all private registries to the public central nodes. However, this needs a replication contract between both registry providers, and manual system administration for each new private registry. Therefore, while technically possible, practically replication from private to public UDDI registries doesn’t occur.

To alleviate this problem, researchers in [Thaden et. al., 2003] after careful analysis of related work done by other groups proposed solution based on combination of Semantic Web with P2P. They suggest moving from a central design to a (de facto already existing) distributed approach by connecting private registries with peer-to-peer technology. The power of the Internet comes topmost from moving from centralized solutions to non-structured information based at each computer connected to the net. Using peer-to-peer architecture follows this idea and adds value by creating a virtual global registry from all connected local registries. Peer-to-peer enables the Web Service registries. Thus, companies as well as universities can build their own Web Service registries, which are maintained by themselves. Being a peer in a P2P-network makes it easy to search all local registries.

A similar project to be mentioned is Speed-R, which is led by University of Georgia [Sivashanmugan et. al., 2002]. As [Thaden et. al., 2003] states, in [Sivashanmugan et. al., 2002] researchers have developed a distributed registry based on the current UDDI without semantically enriched Web Service description. While [Thaden et. al., 2003] envisions a registry partition where institutions maintain their private registries, the Speed-R system assumes a partition based on business domains. The most important difference is that [Sivashanmugan et. al., 2002] use DAML-S as service description language instead of UDDI tModels. This is the prerequisite for enhanced semantic search capabilities.

3.6 P2P: enabling communication between Industrial Field Agents

We have analysed above that Semantic Web can provide interoperability between Industrial Agents. Present trends in industry leads to a solution, which turns data and knowledge share between industry enterprises (or plants within enterprise) into communication between agents. This approach is very effective and natural. Agents can be wrappers of legacy systems or emerging Field Agents. 

We have seen that use of common ontology allows knowledge exchange between agents, expressed in unified terminology. Type description of the knowledge that agent can share for others can be represented in machine-understandable form based on RDF. 

But what structure can have a communication system, which would enable the knowledge exchange in agent environment? After integration of enterprise information infrastructures the resulting network can look like it is shown on Figure 3.7.

Figure 3.7 - Information infrastructure of integrated industrial enterprises

We can see that resulting infrastructure is decentralized and each peer can represent both enterprise and separate plant within some enterprise. If to assume that each peer is represented some agent what types of communication can be in the obtained agent society? 

First of all agents, can travel from node to node if a close communication is required between nodes (mobile agents). Mobile agents have many characteristics that enable them to enhance managing control and alarms in territory-wide systems. Mobility is obviously one of the most important capabilities and recent solutions already utilize it. For instance, researchers in [Quintero et. al., 2002] successfully applied multi-agent approach for building knowledge-based system for efficient management, regulation, interactive and dynamic monitoring of urban infrastructures. They utilized mobility to enhance control and alarm management in urban infrastructure. To their opinion mobile agent gives the following benefits:

· Overcoming of network latency. Of course, it is faster to send just a short message to a network node in order to execute predetermined, resident code, rather than send mobile agent (MA) to the node. However, such architecture requires that all response and reconfiguration actions be predefined, replicated and distributed throughout the network. The response mechanism then constitutes, in effect, a large distributed database, raising serious administration problems concerning configuration management, consistency and transaction control. Innovative responses must be transmitted at least once to each affected node, either by conventional network means, a series of messages, or by a MA. Of these choices, the MA technology offers the fastest response.
· Reducing network load. One of the most pressing problems facing currents alarms management in urban infrastructures is the processing of the enormous amount of data generated by the measurement and monitoring instruments installed on some system’s elements to be supervised (the same situation in industry plants!). MAs typically process most of this data locally.

· Robust and fault-tolerant. MAs’ ability to migrate between hosts makes them attractive for implementing fault-tolerant systems.
And, of course, they developed a set of ontologies (compliant, location, intervention) to provide interoperability in their multi-agent system. 

Agents also can get the problem from the users or other agents, discover needed resources, consult with other agents (negotiation) and offer a proper solution. They also learn from the past, update their knowledge and predict the future events [AutonAgents, 2001]. The main difference between agents and ordinary software is the issue of coordination, cooperation and learning. Agents work together, use the recourses located on each other optimally and work as a team to solve a problem. Agents are flexible entities and are cable to adapt themselves to new environments. That means using agent technology is very suitable for dynamic platforms with distributed components. Although agents are dependent entities, they always communicate with others to discover new resources they need. Designing a system based on the agent technology all the characteristics of the autonomous and intelligent agents have to be considered to take most advantages of them [Homayounfar, 2002]. Figure 3.8 shows how a solution can be found for a specific problem using cooperation of the autonomous agents. Agent A, after receiving a problem, splits it into the four smaller sub-tasks. Sub-task 1 is processed internally and each sub-task is sent to the responsible agent for further processing. Results are sent back to the source agent A and a comprehensive solution is offered by this agent [Homayounfar, 2002].
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Figure 3.8 - Cooperative task performing by agents

If integration of enterprises is made on base of some trade agreements, elements of commerce will certainly be present in the information communication on the schema given above (Figure 3.7). For example, assume that in order to get some knowledge from some agent agent-client will have to pay. Currently, commerce is almost entirely driven by human interactions; humans decide when to buy goods, how much they are willing to pay, and so on. But in principle, there is no reason why some commerce cannot be automated [Jennings and Wooldridge, 1998]. As an example, Chavez and Maes [Chavez et. al., 1996] describe a simple ‘electronic marketplace’ called Kasbah. This system realizes the marketplace by creating ‘buying’ and ‘selling’ agents for each good to be purchased or sold respectively. Commercial transactions take place by the interactions of these agents. 

Multi-agent approach also finds a successful application in Business Process Management. Company managers make informed decisions based on a combination of judgment and information from many departments. Ideally, all relevant information should be brought together before judgment is exercised. However obtaining pertinent, consistent and up-to-date information across a large company is a complex and time-consuming process. For this reason, organizations have sought to develop a number of IT systems to assist with various aspects of the management of their business processes. Project ADEPT [Jennings et. al., 1996] tackles this problem by viewing a business process as a community of negotiating, service providing agents. Each agent represents a distinct role or department in the enterprise and is capable of providing one or more services. For example, a design department may provide the service of designing a telecom network, a legal department may offer the service of checking that the design is legal, and the marketing department may provide the service of costing the design. Agents who require a service from another agent enter into a negotiation for that service to obtain a mutually acceptable price, time, and degree of quality. Successful negotiations result in binding agreements between agents. This agent-based approach offers a number of advantages over more typical workflow solutions to this problem. The proactive nature of the agents means services can be scheduled in a just-in-time fashion (rather than pre-specified from the beginning), and the responsive nature of the agents means that service exceptions can be detected and handled in a flexible manner. The current version of the system has been tested on a British Telecom (BT) business process involving some 200 activities and nine departments and there are plans to move toward full scale field trials [Jennings and Wooldridge, 1998].

Well, finally we have a decentralized network of industrial agents that results from spontaneous enterprises integration. Now, what communication model can be appropriate to enable effective communication processes between the network nodes?  And it must be launched in short terms, without radical modifications of network nodes and without building complicated communication management systems. 

Researchers have studied those questions and some convincingly claim that P2P architecture can be an environment in which abilities of agents are fully utilized. Agents in their turn are able to improve functionality of a P2P system [Homayounfar, 2002]. They also soundly claim that agent technology is the crossing point where AI and distributed systems meet each other. The possible solution to the current drawbacks of the P2P approach is to use agent technology. Autonomous Agents are capable of performing an Advanced (dynamic) P2P networking in which nodes (agents) behave intelligently (negotiate, learn, predict, cooperate and etc) somehow that P2P functions may be optimized [Homayounfar, 2002].

In an ideal P2P a peer should be able to share and use the resources on the other nodes as conveniently as possible. Also peers, which carry the agents, have to work in a group and cooperate intelligently (i.e. Agent Society) to be able to come up with the solutions to dynamic and complex problems. In P2P enabled multi-agent system, agents are residing on peers and almost take care of everything. They receive a problem from the user (i.e. GUI/data file) or other agents, split the problem to smaller jobs, invoke necessary resources after negotiating with other agents (peers), send each job to the responsible agents and merge the sub-solution gathered from them to offer a final solution [Homayounfar, 2002]. 

P2P model combined with agent approach is an environment in which agents interact and negotiate with each other directly. Researchers in [Homayounfar, 2002] name it Agent-to-Agent (A2A) communication model, where each node of the network can be a host for one or more agents. Each agent can have a point-to-point communication with other agents on the network. An A2A system is an advanced version of the Internet agent technology in which agents have more flexibility and efficiency compared with the ordinary agents’ models. The reason is that A2A systems are using all the advantages of a P2P environment:

· Decentralization;
· Scalability;
· Self-organization;

· Ad-hoc connectivity;
· Fault tolerance.
In fact, A2A architecture is an agent-based model designed and implemented by advanced P2P features. An autonomous A2A design of a P2P system may overcome the limitations of the current P2P applications and improve the efficiency of the components [Homayounfar, 2002].

Researchers in [Homayounfar, 2002] implementing developed P2P agent-augmented architecture - Advanced P2P Architecture – have proved the benefits that this combination gives. Below there is a table (Figure 3.9) where implemented system is compared in performance with existing P2P systems.
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Figure 3.9 - Comparative table of P2P solutions performances

In the described vision of future architecture of industrial agent community each member is self-interested. This community therefore develops autonomously and don’t need any administration. This model is a base in our human world and makes it evolve permanently. These features of human society could be fully adopted in agent communities as soon as their members become intelligent enough. 

3.7 Problems and drawbacks of P2P+Semantic Web combination

A developer when combining P2P and Semantic Web must somehow resolve the following questions, according to [SWWS, 2002]. 

Peer selection service

While looking for a necessary resource in order to receive the right answers without flooding the peer network with queries one must ask the “right” peers. Ontology-based peer selection mechanisms need to exploit similarity of ontologies for this purpose.

Variation of ontologies and lack of ontological precision

Different peers will use different, though overlapping ontologies. Alignment, mapping and visualization tools will have to cope with different ontologies, even though no alignments are explicitly specified. Some of the alignments and the mappings may be found by analysis of peer knowledge using methods of the just emerging field of Emergent Semantics (e.g. same file categorized to different concepts indicates alignment.

Ontologies will be produced from various user interactions, like classifications into folders or usage of meta-data. Ontology definitions will be imprecise and “sloppy” ontologies will be the norm rather than the exception. An inference engine for these ontologies must be able to ask and answer queries to peers in a robust, scalable, often locally contained, manner.

Ontological drift

Ontological drift is a natural phenomenon that appears in almost every domain.

Example – Investment Analysis: Notions about the capabilities of software and hardware have changed tremendously in the TIME market within a few years. “eCommerce” first almost exclusively referred to Business-to-Consumer sales. Over time it changed its meaning and now also includes Business-to-Business, Customer-to-Customer, Business-to-Employee etc. interactions.

Such ontological drift means that ontologies must be constantly maintained. We must regularly update the definitions of terms and relations in Ontology. Such maintenance is possible in current applications, because they all employ a single ontology in a centralized location.

In a P2P environment, one cannot expect any maintenance to happen on the ontologies (in fact, users often will not know what is in the ontologies on their machine). As a result, mechanisms that allow ontologies to update themselves must be designed, in order to cope with ontological drift. Based on the queries and answers elsewhere in the P2P network, ontologies will have to adjust their own definitions accordingly.

Robust inference

Current ontology-based applications rely on careful engineering of the terms in the ontology. Terms are carefully defined to obtain maximally clean and useful relationships between them (proper subset-relations, complement-relations, strict domain/range restrictions, etc). All of the current inference techniques for ontologies (querying, inference, consistency checking, subsumption checking, etc) rely on such clean relationships. The same holds for current applications based on multiple Ontologies. Multiple Ontologies can currently only be integrated through careful handcrafted engineering.

In a P2P setting, ontologies will have to be obtained with no or very little human intervention (e.g. by “scraping” ontologies from existing resource structures such as file hierarchies, mail folders, etc). These ontologies will therefore not be of the same high quality as current human-engineered ontologies, and many of the relationships in Ontology will be incomplete or even incorrect. For instance, subclass definitions will not be precise or instances will sometimes be miss-classified. As a result, many (if not all) of the existing inference techniques fail to produce useful results on such “sloppy” ontologies. Even a single misclassified instance is sufficient to invalidate a subclass relationship, and even one wrong value for a single attribute is sufficient to make a class inconsistent.

Example – Investment Analysis: An investment analyst in the TIME market may erroneously misclassify information about the Danish company “Excel Data” into the category “Spreadsheet Software”. Complementary knowledge may describe that “Excel Data” is a company and, therefore, the logical theory becomes inconsistent – leading in the “logical worst case” to arbitrary answers to any question, e.g. that “Bill Gates” is a product.

What are needed in a P2P setting are more robust forms of reasoning that can cope with limited amounts of incompleteness and inconsistencies. Such robust inference techniques will be able to identify when a subclass relationship “almost holds” (even though a few instances may be miss-classified), or when an ontology is “almost consistent” (by ignoring a few local inconsistencies).

Conclusions

To be competitive on a global market modern industry must meet some important challenges. In a plant scale they are concerned with development of highly efficient Plant Automation Systems (PAS) that would allow to control optimally manufacturing processes. It is very important to design the models of manufacturing processes and accordingly their information support systems that would make possible a flexible adaptation to manufacturing of tailored production. In an enterprise scale industry challenges include accumulation of “corporate memory”, effective Knowledge Management and provision of fast access to corporate experience of all employees. Worldwide challenges are concerned with integration of industry enterprises and guaranteeing of interoperability between their heterogeneous information systems. Here sharing of business processes in network environment and knowledge share are emphasized. 

Survey of systems which are nowadays exploited on industry plants have allowed to gain an understanding of actual state of affairs in this domain. As it has become clear modern plants are supplied quite advanced PAS, which include effective condition monitoring software. As for Field Hardware (Field Devices) they are capable to provide rich set of diagnostic information about the state of manufacturing instrumentation. Moreover there is a trend of complication of this data that inevitably leads to hard overload of operators. The lack of intelligent decision support systems is felt on this level. They would allow partial substitution of operator workload in analysis of the state of manufacturing process and decision-making. 

Study of research works in this domain has made clear what domains of Information Technologies try to meet the industry challenges and how effectively. It was found out that PAS evolves into multi-agent systems, where tasks of condition monitoring, decision-making and process control are performed cooperatively by community of agents. Such systems are self-organizing, intelligent, self-learning and fault-tolerable. It turns that Field Devices evolve into Field Agents and there is some future vision based on this concept. The latter assumes that every plant community of Field Agents can have access to common Field Agent Server that accumulates their experience and makes it available to others. This vision leads to the idea of Information Services for Smart Devices. 

Careful study of overviews that have been made by famous researchers in this direction have allowed to discover a wide variety of systems that integrate activities of industry enterprises. These systems are once again based on multi-agent systems. Also there was a cursory examination of Holonic Systems, which propose an alternative for multi-agent approach and suggest solutions in design of flexible manufacturing processes. 

All the above analysis have led to a fact that nowadays the most important issues for industry are integration of enterprise information systems and providing of interoperability between them. Here the challenge of effective inter-enterprise Knowledge Share arises. Also an issue of interoperability between PAS components that come from different vendors has significant value. These directions have been chosen as target for application of Semantic Web and Peer-to-Peer synergy potential.

As the target directions had been chosen the necessity of their precise study arose. Why enterprises want to integrate their efforts on a global market and what does it exactly mean this integration? It was found out that in order to survive on a global market and to prosper in future enterprises have to establish strategic partnerships: integrate their information infrastructures. The specifics of industrial integration are concerned with integration of industrial Web Services. Taking into account the future visions of industrial information infrastructure industrial Web Services have been recognized as services for Smart Device (Field Agents). Therefore, industrial enterprise integration results into automated knowledge share between agents as representatives of different enterprises. For clear understanding of these knowledge exchange processes the structure of plant agent community has been studied precisely. 

As a question of interoperability between industrial agents on knowledge level has a crucial value, the concept of ontology is discussed in this context. The evidences of beneficial utilization of ontologies in the interoperability issues have been given. The benefits they provide are: common vocabulary of industrial objects definitions, explication of expert knowledge, systematization, standardization and meta-level functionality. Some real-life projects where the potential of ontologies was fully utilized for providing of interoperability between information systems were described. For clearer understanding of ontologies en example of industrial plant ontology has been given for oil-refinery domain.

After analysis of possibilities of interoperability providing for industrial information systems of future a change to analysis of current state of industrial information infrastructures has been made. How painful will be an application of such novel technology as Semantic Web for legacy systems? Analysis has shown that one of the fast solutions is the wrapping of legacy systems by software agents. The communication model between agents-wrappers in this case becomes similar to that described above as future vision. 

To improve the resource share in short term all the industry information resources must be organized into Semantic Web. To be suitable for automated machine search and other automated processing every resource has to be supplied by machine-understandable description of its type, inputs/outputs on a base of common ontology. Further analysis has shown that industrial information resources are highly heterogeneous and have very different types. Overview has helped to obtain some existent Semantic Web based frameworks dedicated to speed up knowledge management in large distributed organizations. In order to turn to this level of Knowledge Management industry enterprises have to perform procedures of formalization of their domain knowledge into explicit machine-understandable representation.

Of course, Semantic Web isn’t ideal and as every new technology has its own challenges to be met. The efforts of Semantic Web experts are addressing these challenges as we can see from the overview of existent systems. The main difficulty with Semantic Web is the formalization of necessary knowledge about problem domain. The potential of Semantic Web will be fully utilized only when all the semantics (resource descriptions, expert knowledge, whatever necessary) will be presented to machine by human in explicit form. 

Emerging Peer-to-Peer solutions particularly suite well to the increasingly decentralized nature of present-day organizations, whether it is a single enterprise or a dynamic network of organizations. Obviously, Peer-to-Peer communication model would effectively enable the Web of Semantically annotated industrial information resources. To study the possibilities related to this issue the overview of features of Peer-to-Peer systems is made.

A set of interesting features of Peer-to-Peer model, which attract the attention of many researchers includes: decentralization, scalability, self-organization and fault-tolerance. A number of implemented systems based on Peer-to-Peer communication already exist. Researchers study actively the issues of improving of Knowledge Management within and across enterprises. The overview of systems of this kind has allowed to observe a significant progress in this domain. The overview of Peer-to-Peer and Semantic Web solutions for Web Services integration has also been made.

The above efforts lead to the following conclusions. If the integration of information systems and resources becomes mass, Peer-to-Peer model successfully encourage the decentralized nature of this phenomena. Semantic Web, in its turn, provides significant support for interoperability between heterogeneous Peers and support for intelligent operations with resources in such environment. Application of the Semantic Web combined with Peer-to-Peer for provision of effective information resource share between industrial enterprises is promising.

Analysis of development trends for ICT in industry notes an emergency of “Smart Device” – industrial instrumentation with embedded platform for software agents. It makes to believe that the future vision of information infrastructure of integrated industrial enterprises will be represented by global multi-agent system, which will develop autonomously. In such system self-interested agents are motivated to exchange knowledge. Peer-to-Peer also ideally fits for provision of communication model in this system. Semantic Web will facilitate the intelligent activities of the agents. The following survey of existent global information systems based on agents justifies the conclusions.

To make a real evaluation of ability of the Semantic Web and Peer-to-Peer synergy the related problems are analyzed too. They include peer selection service, variation of ontologies and lack of ontological precision, ontological drift. 

The results of this work have justified the advisability of further research in the target direction. To evaluate the utility of development of systems based on Semantic Web and Peer-to-Peer combination that would provide integration and interoperability of industrial enterprises a case study have to be carried out. A development of global network of maintenance services for smart devices can be a particular case since maintenance domain has very important role in industry.  
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